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Overwriting an instinct: Visual cortex instructs
learning to suppress fear responses
Sara Mederos1*, Patty Blakely1, Nicole Vissers1, Claudia Clopath1,2, Sonja B. Hofer1*

Fast instinctive responses to environmental stimuli can be crucial for survival but are not always optimal.
Animals can adapt their behavior and suppress instinctive reactions, but the neural pathways mediating
such ethologically relevant forms of learning remain unclear. We found that posterolateral higher
visual areas (plHVAs) are crucial for learning to suppress escapes from innate visual threats through
a top-down pathway to the ventrolateral geniculate nucleus (vLGN). plHVAs are no longer necessary
after learning; instead, the learned behavior relies on plasticity within vLGN populations that exert
inhibitory control over escape responses. vLGN neurons receiving input from plHVAs enhance their
responses to visual threat stimuli during learning through endocannabinoid-mediated long-term
suppression of their inhibitory inputs. We thus reveal the detailed circuit, cellular, and synaptic
mechanisms underlying experience-dependent suppression of fear responses.

I
nstinctivebehaviors are automatic responses
to specific environmental challenges that
have evolved to furnish animals with a rep-
ertoire of behaviors vital for survival and
reproductive success. These behaviors al-

low animals to quickly detect and respond to
potential dangers or opportunities in their en-
vironment without the need for prior learning
or experience (1, 2) and are usually implemented
by brainstem pathways independent of neural
processes in the forebrain (3–5). However, to
ensure continuing success in changing environ-
ments, it is also important to be able to suppress
instinctive reactions if they are no longer ap-
propriate or advantageous (6–9). Many animals
can modify instinctive behaviors based on ex-
perience or changing circumstances (5, 7, 10–14).
This behavioral flexibility allows them to fine-
tune responses to their specific environment
to conserve resources, avoid unnecessary risks,
or capitalize on new opportunities. The neural
basis of this ethologically highly relevant form
of learning, the overwriting of instinctive re-
actions, is still unclear.
Fear responses to visual threats, such as es-

cape from an approaching aerial predator, are
examples of instinctive reactions particularly
crucial for survival (1, 3, 4, 15, 16). Escapes from
overhead looming stimuli mimicking aerial pre-
dators are mediated by neural circuits involving
the medial superior colliculus and the periaque-
ductal gray (3, 17–19). This visuo-motor pathway
in the brainstem autonomously drives escape
responses independently of the forebrain (3, 20).
However, animals can suppress these fear re-
sponses as they learn that a perceived visual
threat proves harmless (5, 7, 10, 11, 14, 21), and
this form of adaptive behavior may involve neo-
cortical circuits. Sensory circuits in theneocortex

can modulate different forms of instinctive or
reflexive reactions to sensory stimuli (12, 22–24).
Higher visual areas (HVAs) in rodents inte-
grate both visual and diverse behavioral and
task-related variables and have been linked
to numerous functions that go beyond basic
visual processing (25–29). HVAs posterolateral
to the primary visual cortex (V1) contribute
to learning and execution of various learned
visually guided behaviors. These areas, includ-
ing the postrhinal, lateromedial, posteriomedial,
and laterointermediate cortices, which we will
collectively refer to as posterolateral HVAs
(plHVAs), are also important for encoding visual
and spatial context, are modified by prior ex-
perience, and have been shown to adaptively
modulate innate behaviors (22, 25, 26, 30–33).
plHVAs thus may provide suitable candidate
regions for implementing experience-dependent
control over visually driven instincts through
their extensive cortico-fugal projections. One
pathway that provides visual cortical areas with
a route to exert strong inhibitory control over
brainstem processing and, thus, over behav-
ioral output, is the dense projection to the
ventrolateral geniculate nucleus (vLGN) in the
prethalamus (11, 34–36). Prethalamic areas,
including the vLGN and the adjacent zona
incerta, are part of the diencephalon, consist
mainly of GABAergic neurons, and act as in-
hibitory control hubs of diverse instinctive be-
haviors (35, 37). The vLGN, in particular, receives
visual input from the retina and has powerful
control over fear responses to visual threat
(11, 35, 36).

Higher visual cortex is crucial for learning
to suppress instinctive fear responses

Escape behavior evoked by a looming (i.e.,
dark overhead expanding) stimulus is a well-
established protocol for assessing instinctive
fear responses (3, 15). When naïve mice are pre-
sented with this visual stimulus, they consis-
tently escape to a shelter provided at the other

end of an elongated arena (Movie 1). However,
mice can adapt their behavior and suppress
this fear response if they learn that the poten-
tial threat stimulus does not result in nega-
tive consequences (10, 11). But, if animals are
given the opportunity to seek shelter, then
they often keep escaping to high-contrast
looming stimuli for many stimulus repeti-
tions and several behavioral sessions (fig. S1,
A and B). We therefore adapted a protocol de-
veloped by Lenzi and colleagues (10) in which
we prevented access to the shelter with a
dividing barrier and presented looming stim-
uli with increasing contrast (acquisition phase,
Fig. 1A and Movie 2). We then removed the
barrier and assessed the likelihood of mice
to escape from high-contrast looming stim-
uli (probe phase, Fig. 1A). Control mice showed
strongly decreased fear responses after this
learning protocol, and only rarely escaped
from the looming stimulus (Fig. 1B; Movie 3;
and fig. S2A).
To test whether neural activity in plHVAs is

important for this learned suppression of escape
responses, we used transgenic mice express-
ing channelrhodopsin-2 (ChR2) in GABAergic
neurons and implanted optical fibers to silence
neural activity bilaterally in plHVAs with blue
light (38). Silencing plHVAs while presenting
looming stimuli in naïvemice had no effect on
the animals’ probability to escape or other be-
havioral measures (fig. S2C), consistent with
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Movie 1. Escape behavior in response to looming
stimulus presentation in a naive example mouse.

Movie 2. Looming stimulus presentation in an
example mouse during the learning protocol
with the barrier.

Movie 3. Lack of escape to looming stimulus
presentation in an example mouse after the
learning protocol.
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previous results showing that visual cortex has
little influence on the instinctive escape re-
sponse to visual threats (3). However, when
plHVAs were silenced during the learning pro-
tocol (during all stimulus presentations in the
acquisition phase), mice failed to learn and still
showed high escape probabilities to looming
stimuli in the probe phase (Fig. 1B, center).We
repeated these experiments with a long learn-
ing protocol with access to the shelter, in which
mice eventually ceased to escape after presen-
tation of high-contrast looming stimuli over
several days (fig. S1). Silencing plHVAs with
muscimol had little effect on instinctive escape
behavior innaïvemicebut,whenapplied through-
out the learning protocol, prevented mice from
learning to suppress escape responses (fig. S1,
A to C), corroborating that plHVAs are neces-
sary for learning to suppress escape responses
independent of the experimental protocol.
By contrast, optogenetic silencing of plHVAs
only after mice had learnt had no effect on the
learnt behavior, as mice still suppressed escape
responses when plHVAs were silenced (Fig. 1B,
right, and fig. S2B).

plHVA input to vLGN mediates learning
to suppress fear responses
We next aimed to identify the specific pathways
through which plHVAs mediate learnt suppres-
sion of fear responses. Anterograde axon label-
ing from layer 5 (L5) neurons in plHVAs using
Rbp4-Cremice showed dense projections in sev-
eral subcortical regions, including the medial
and deep layers of the superior colliculus (SC),
previously shown to be crucial for generating
escape responses to looming stimuli (3, 17). An-
other clear target of plHVA projections was the
vLGN (Fig. 1C), an inhibitory prethalamic area
that has strong control over fear behavior and
that, when activated, can fully block escape re-
sponses by inhibiting SC activity (11, 35, 36). To
test the relevance of these two plHVApathways
for learning,we optogenetically silencedplHVA
axonal projections selectively in either SC or
vLGN by optical stimulation of halorhodopsin
eNpHR3.0–expressing plHVA axons during the
acquisition phase of the learning protocol (Fig. 1,
A and D). Silencing plHVA projections to vLGN
prevented learning, as mice continued to escape
to the looming stimulus afterwards (Fig. 1D).

By contrast, silencing plHVA projections to SC
had no effect on learning (Fig. 1D). Moreover,
silencing projections fromV1 to vLGN also did
not affect learning, showing that it is specifi-
cally projections fromplHVAs to vLGN that are
necessary for mice to learn to suppress escape
responses (Fig. 1D and fig. S3, A to D). We cor-
roborated the necessity of the plHVA-to-vLGN
pathway for learning with a chemogenetic ap-
proach by which we targeted the inhibitory de-
signer receptor hM4Di selectively to plHVA L5
neurons in Rbp4-cre mice and applied the
agonist Clozapine N-oxide locally in vLGN or
SC (fig. S3, E and F). Chemogenetic silencing
of projections from plHVA to vLGN but not
to SC also impeded learning.

plHVA-innervated vLGN cells are necessary and
sufficient for suppression of escape responses

The experience of looming stimuli during the
learning protocol likely induces lasting changes
in neural circuits, i.e., a memory of this prior ex-
perience, leading to the adapted behavioral
response to the visual threat stimulus. Our
data show that, although plHVAs are required
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Fig. 1. plHVAs instruct learning through corticofugal projections to the vLGN.
(A) Schematic of the task and stimulus protocols. Acquisition phase: A barrier is
used to prevent escape to a shelter while looming stimuli with increasing contrast
are shown sequentially. Probe phase: The barrier is removed and 6 to 10 100%-
contrast looming stimuli are shown. ITI, intertrial interval. (B) (Left) Experimental
approach. (Middle) Boxplot (showing median and interquartile range) of escape
probability after learning with (green) and without (gray) silencing of plHVAs during
learning. Dots show individual animals. P = 0.003, Kruskal-Wallis test; n = 6 [wildtype
(WT) control] and 7 mice (ChR2, green). (Right) Same as middle, but plHVAs
are silenced only after learning. P = 0.222, Kruskal-Wallis test; n = 6 (WT control) and

8 mice (ChR2, purple). (C) (Left) Schematic of tracer injection in plHVAs. (Right)
Labeled plHVA axons in different target areas. Scale bars, 500 (left) and 250 mm
(right). PAG, periaqueductal gray; SC, superior colliculus; IGL, intergeniculate leaflet;
dLGN, dorsal geniculate nucleus; ZI, zona incerta; eGFP, enhanced green fluorescent
protein. (D) (Left) Experimental design. (Right) Boxplots of escape probabilities a
fter learning in control animals and when plHVA axons in vLGN (plHVA-vLGN)
or SC (plHVA-SC) are silenced, or when V1 axons in vLGN are silenced during
learning (V1-vLGN). Dots represent individual animals. plHVA-vLGN versus control,
P = 0.003; plHVA-SC versus control, P = 0.856; V1-vLGN versus control, P = 0.973;
Kruskal-Wallis test; n = 8, 11, 6, and 7 mice, respectively. **P < 0.01.
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for learning to suppress fear responses, they are
no longer necessary after learning. This indi-
cates that the learning-inducedmemory is stored
in neural circuits downstream of plHVAs. Be-
cause activation of vLGN by plHVA projections
is necessary for learning, vLGN is one potential
substrate for memory formation. We therefore
set out to test this hypothesis. First,we examined
if activity in vLGN is required for the adapted
behavioral response, i.e., the suppression of es-
cape to looming stimuli after learning. We ex-
pressed Cre-dependent stGtACR2 in vLGN of
VGAT-Cre mice through AAV injections to op-
togenetically silence inhibitory cells, which
constitute the large majority of vLGN neurons
(11, 34, 35). Whenwe silenced vLGN during stim-
ulus presentation after learning (in the probe
phase), mice resumed escaping from looming
stimuli (Fig. 2A, B). This suggests that, unlike
plHVAs, vLGN is necessary for the learned be-

havioral response. Mice immediately reverted
to the learned behavior of suppressing escape
responses when optogenetic manipulation was
switched off, indicating that transient inhibition
of vLGN neurons did not cause a sustained in-
crease in a fear- or anxiety-related state (Fig. 2B).
However, silencing of vLGN could generally

lower the threshold for threat-evoked escape re-
sponses independently of the plHVA-dependent
learning process (11, 36). To test the role of the
plHVA-vLGN pathway in learned suppression
of escape responses more specifically, we se-
lectively targeted vLGN neurons receiving in-
put from plHVAs by combining anterograde
transfer of Cre recombinase from plHVAs to
vLGN and Cre-dependent gene expression in
vLGN (seematerials andmethods; fig. S4). vLGN
neurons receiving input from plHVAs were
GABAergic cells projecting to SC and other
target areas (fig. S4). Expressing ChR2 spe-

cifically in these plHVA-innervated vLGN neu-
rons and activating them during looming
stimulus presentation suppressed mice’s escape
responses (Fig. 2C and movies S1 and S2),
showing that increased activity in these neu-
rons is sufficient to produce the learned be-
havior without prior experience of looming
stimuli. Moreover, when we ablated plHVA-
innervatedvLGNneuronsusing Cre-dependent
caspase expression (Fig. 2D, left), mice showed
impaired learning with a higher likelihood
to escape from looming stimuli than control
mice after the learning protocol (Fig. 2D, right).
By contrast, ablating V1-innervated vLGN cells
had no effect on learning, even though these
neurons constitute a larger fraction of vLGN
cells (Fig. 2D and fig. S4, G and H).

plHVA-innervated vLGN neurons increase their
looming responses over learning

To determinehowneuralactivity invLGNchanges
during learning, we performed electrophysio-
logical single-unit recordings duringpresentation
of high-contrast looming stimuli. We recorded
overmany stimulus presentations until animals
learned not to escape (long learning protocol;
see also fig. S1) and tracked responses of the
same neurons over learning by using chron-
ically implanted silicon probes in vLGN (Fig. 3A,
fig. S5, andmaterials andmethods).We selected
cells responsive to the looming stimulus within
0 to300msafter stimulus onset (before learning,
after learning, or both). Restricting the analysis
to this early time window allowed us to isolate
visual signals and minimize the influence of
motor-related activity because the average
escape latency ofmicewas 1.73 ± 0.08 s (mean±
SD), and we excluded the few trials in which
mice initiated an escape earlier than 300 ms
after stimulus onset (fig. S6, D and E). More-
over, mice exhibited freezing before escapes in
a subset of trials, and neural activity was not
different in escape versus freezing trials, indi-
cating that these early stimulus responses in
vLGNwerenot affectedby the animals’behavior
(fig. S6, A to C). vLGN neurons exhibited diverse
responses to looming stimuli, and many neu-
rons changed their activity during learning. To
capture such changes, we divided neurons de-
pending onwhether they significantly increased
their firing rate, decreased their firing rate, or
showed no change in looming stimulus re-
sponse over learning (Fig. 3, B to D).
In a subset of animals, we expressed ChR2 in

L5 neurons of plHVAs inRbp4-Cremice to com-
bine electrophysiological recordings of vLGN
cells with optogenetic activation of plHVA axons
in vLGN. This allowed us to identify vLGN neu-
rons excited by plHVAs (positively modulated),
inhibited (negatively modulated), or not affected
by plHVA axon activation, and these groups of
neurons showed differences in their electro-
physiological properties and in how their loom-
ing stimulus responses changed over learning
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Fig. 2. vLGN cells receiving plHVA input are necessary for learning. (A) (Left) Experimental approach
for acute inhibition of vLGN. (Right) Example image of vLGN neurons expressing stGtACR2. Scale bar,
150 mm. (B) Boxplot (showing median and interquartile range) comparing postlearning escape probabilities
to 6 to 10 high-contrast looming stimuli for control mice expressing eGFP in vLGN with and without laser
(gray, n = 7 mice, P = 0.954, Kruskal-Wallis test) and mice with stGtACR2 expression in GABAergic vLGN
neurons without laser, with laser, and, subsequently, without laser again [purple, n = 9 mice, without before
versus with laser: P = 0.0057 repeated-measures analysis of variance (ANOVA); with laser versus without laser
after: P = 0.0020, repeated-measures ANOVA; laser eGFP versus laser stGtACR2: P = 0.005, Kruskal-Wallis
test]. (C) (Left) Experimental approach for activating vLGN cells receiving input from plHVAs (vLGNplHVA neurons).
(Right) Boxplot of escape probabilities to 100%-contrast looming stimuli of naive mice without (off, gray) or with
activation of plHVA-innervated vLGN neurons expressing ChR2 (on, blue; P = 0.004, paired t test, n = 6 mice).
(D) (Left) Experimental approach for specifically lesioning plHVA- or V1-innervated vLGN cells. (Right) Boxplot of
postlearning escape probabilities of control mice (gray, n = 7 mice) and mice with plHVA-innervated vLGN cells ablated
before learning (blue, n = 11 mice, P = 0.039, Wilcoxon rank sum test) or V1-innervated vLGN cells ablated before
learning (blue, n = 7 mice, P = 0.886, Wilcoxon rank sum test). Dots represent individual animals. *P < 0.05; **P < 0.01.
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(Fig. 3, E to G, and fig. S7). The large majority
of vLGN neurons excited by plHVAs increased
their responses to looming stimuli during learn-
ing (Fig. 3, E to G), indicating a crucial role for
plHVA inputs in shaping vLGN responses to
looming stimuli over learning. To corroborate
these findings and test whether plHVA inputs
contribute to looming responses of vLGN neu-
rons, we performed another set of experiments
in which we optogenetically inactivated plHVAs
inputs to vLGN using eNpHR3.0 during a sub-
set of interleaved looming stimuli trials while
recording from vLGN neurons. We identified
vLGN neurons receiving excitatory input from
plHVAs as those that were significantly sup-
pressed during plHVA inactivation (fig. S8, A

to C). These vLGN neurons again showed on
average a clear increase in looming stimulus
responses over learning (Fig. 3, H and I), even
when plHVA input was removed (fig. S8). By
contrast, the remaining vLGNpopulation showed
on average no response change over learning
(Fig. 3, H and I). The time course of looming
response increase in vLGN neurons was tight-
ly correlated with the time course of behav-
ioral changes over the session:mice that showed
earlier increases in vLGN looming responses
also learned faster (fig. S7F). Both plHVA ac-
tivation and inactivation experiments show that
it is predominantly those vLGN neurons receiv-
ing excitatory input from plHVAs that increase
their firing responses to looming stimuli over

learning. Notably, as demonstrated above, these
vLGN neurons are necessary for learning to
suppress escape responses, and increases in
their neural looming response cause suppres-
sion of escape (Fig. 2, C and D).

Decreased inhibition onto plHVA-innervated
vLGN neurons through endocannabinoid-
mediated plasticity

Next, we set out to explore the potential cellular
and synaptic mechanisms of this learning-
induced change in vLGNactivity. To determine
whether functional interactions between dif-
ferent groups of vLGN neurons change during
learning,wecalculatedpairwise cross-correlation
functions of the spike trains of all simultaneously
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Fig. 3. plHVA-innervated vLGN neurons increase responses to looming
stimuli during learning. (A) (Top) Experimental approach: Chronic electrophysio-
logical recordings in vLGN while freely-moving animals are exposed to high-contrast
looming stimuli until they learn to suppress escape responses. (Bottom) Example
image with probe shank locations. Scale bar, 200 mm. (B) Looming stimulus
responses of three vLGN example cells before and after learning. (C) (Left) Pie
charts of fraction of vLGN neurons with increased and decreased responses
or no change in response strength over learning in a time window of 0 to 300 ms
after stimulus onset. (Right) Z-scored spike rate responses aligned to looming
stimulus onset of all isolated units classified as looming-stimulus responsive
neurons (from n = 9 mice) before or after learning, allocated according to
their response change over learning. (D) Mean peristimulus histograms (PSTHs)
of looming responses before and after learning of the three groups of vLGN
neurons in (C). The dashed lines show stimulus onset, and the shaded areas
denotes time window used for analysis [n = 152, 301, and 67 cells (top to
bottom) from 9 mice]. (E) (Left) Experimental design. (Right) Spike responses to
optogenetic stimulation of plHVA axons and PSTHs for example vLGN neurons.

(F) Change (D) in looming stimulus response magnitude over learning of
individual vLGN neurons as a function of their response magnitude to plHVA
stimulation (correlation coefficient r = 0.680, P < 0.0001, Pearson correlation;
n = 131 cells from 5 mice). FR, firing rate. (G) (Left) Fraction of negatively
modulated (neg mod), positively modulated (pos mod), and nonmodulated
neurons (no mod) during stimulation of plHVAs for vLGN neurons that increase,
decrease, or show no change in response to looming stimuli over learning.
(Right) Pie chart shows the fraction of units exhibiting modulation by plHVA
activation out of all recorded neurons (n = 175, 302, and 36 cells from
5 mice). (H) (Left) Experimental design. (Right) Mean PSTHs in response to
looming stimuli for neurons suppressed during plHVA silencing (left) and
other vLGN neurons (right). [n = 108 (left) and 281 cells (right) from 4 mice].
Green, before learning; purple, after learning. (I) Scatterplots of looming
stimulus response strength before and after learning (0 to 300 ms after
stimulus onset) for individual vLGN neurons divided as in (H) (suppressed
during plHVA silencing, P < 0.0001; other vLGN neurons, P = 0.0521; Wilcoxon
signed-rank tests).
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recorded vLGN neurons. Neurons that were
positivelymodulated by plHVA activation again
stood out in that many of them had negative
spike time correlationswith the rest of the vLGN
network, especially with the neurons not af-
fected by plHVA activation (Fig. 4, A to C, and
fig. S9, A and B). For many of these cell pairs,
the troughs in the cross correlogramwerebiased
toward positive time lags (fig. S9C), suggesting
that neurons that receive plHVA input may be
inhibited by the local vLGN network before
learning. This is consistent with the observa-
tion that these vLGN neurons are inhibited by
looming stimuli before learning, particularly
when excitatory plHVA input is removed (fig.
S8D). Spike timing relationships, specifically
between vLGN neurons positively modulated
by plHVA activation and the rest of the net-
work, changed with learning, such that these
neurons showed positive correlations with the
remaining vLGN neurons after learning, sug-
gesting a release from inhibition over learning
(Fig. 4, A to C, and fig. S8).
A potentially related form of synaptic plas-

ticity, long-term depression of inhibition (iLTD),
has beendescribed inmultiple brain areas in vitro
and is dependent on endocannabinoid (eCB)
signaling (39–43). Heterosynaptic iLTD can be
triggered by activation of group I metabotropic
glutamate receptors (mGluR1 or mGluR5) in
postsynaptic neurons (41, 42, 44). This causes
release of eCBs, which act as retrograde mes-
sengers, activating eCB receptors (CB1R) on
nearby presynaptic inhibitory terminals, which
can induce a long-lasting reduction of presyn-
aptic GABA release probability (39–43). The
eCB receptor, CB1R, andmGluR5 are present
in vLGN (fig. S10, A and B) (45, 46), and the
majority of plHVA-innervated vLGN neurons
highly express the mGluR5 receptor (fig. S10,
C to E). We therefore investigated whether

eCB-dependent iLTD in vLGN could mediate
learned suppression of escape.
We first tested whether learning to suppress

fear responses was dependent on activation of
mGluR5by infusingmGluR5antagonist,MPEP,
in vLGN (Fig. 5A). Blocking mGluR5 receptors
specifically in vLGN compromised learning:
mice showed higher escape probabilities to
looming stimuli after the learning protocol
comparedwith vehicle-injected littermates (Fig.
5B). Blocking mGluR5 receptors in the hippo-
campus (dorsal of vLGN) instead had no effect
on learning (fig. S10G). Next, we examined if
learning was mediated by eCB signaling. We
infused a cocktail of eCBs synthesis inhibitors,
LEI401+DO34, in vLGN (Fig. 5A). This inter-
vention prevented animals from learning, as
they still showed a high probability to escape
from looming stimuli after the learning protocol
(Fig. 5B). The same effect could be achieved by
infusing a CB1 receptor antagonist (rimonabant)
in vLGN (Fig. 5B). Inversely, infusion of an CB1
receptor agonist in vLGN caused long-term ces-
sation of escapes to looming stimulus without
the learning protocol, demonstrating that eCB
signaling in vLGN can drive the suppression of
instinctive fear response (fig. S10H). Notably,
infusion of the eCB synthesis antagonist into
vLGN did not affect escape probabilities to loom-
ing stimuli of varying threat levels (usingdifferent
contrast levels) before learning, showing that
blocking of eCB signaling in vLGN does not
affect instinctive escape responses or general
fear levels (fig. S10I).
Although our results so far indicate that eCB-

dependent plasticity in vLGNunderlies the learn-
ing process, it still remains open whether and
how synaptic connectivity in vLGN is altered
by learning. We thus performed whole-cell re-
cordings in vLGN, specifically from vLGNneu-
rons receiving input from plHVAs (Fig. 5, C to

G). Bath application of eCBs decreased the fre-
quency, but not the amplitude of spontaneous in-
hibitory postsynaptic currents (sIPSCs) recorded
from plHVA-innervated vLGN neurons of naïve
mice (Fig. 5D), demonstrating eCB-induced sup-
pression of inhibitory input onto these neurons.
To identify learning-induced changes in vLGN
circuits, we next performed whole-cell record-
ings in mice that had undergone our learning
protocol and learned to suppress escapes. We
found that the frequency but not the amplitude
of sIPSCs in plHVA-innervated vLGN neurons
was significantly decreased after learning (Fig. 5,
E to G), and their excitability was increased (fig.
S11C). By contrast, vLGN neurons that did not
receive input from plHVAs showed no changes
over learning (fig. S11). These data indicate that
release probability of GABA from presynaptic
inhibitory terminals specifically onto vLGNplHVA

neurons is decreased during learning through
eCB-dependent iLTD (44, 47) (Fig. 5H).
To formalize these findings, we built a sim-

ple computational model recapitulating our
experimental results by simulating mean-field
activity of two inhibitory neuronal popula-
tions both receiving sensory input from the
retina, with only one population additionally
excited by plHVAs and inhibited by the sec-
ond populationwith plastic inhibitoryweights
(fig. S12).

Discussion

In this study, we uncovered a subcortical syn-
aptic plasticity mechanism for learning to sup-
press instinctive defensive behavior instructed
by visual cortical areas. Our findings highlight
the critical role of the neocortex, specifically
plHVAs, inmodulating instinctive fear responses
based on experience. This is consistent with pre-
vious work showing that top-down projections
from sensory cortex can influence instinctive

Fig. 4. Inhibitory influence
on plHVA-innervated
vLGN neurons may be
decreased during learning.
(A) Cross-correlograms
(CCGs) of temporal spiking
relationships (excluding
periods of looming stimulus
presentation) before and
after learning between an
example vLGN neuron
positively modulated by
plHVA activation (vLGNplHVA)
and all other simultaneously
recorded units (each row in
the heatmap shows a CCG
of one neuron with one other
unit: the spiking variation of the example neuron conditioned on the spiking of one other neuron at time 0). The black line represents the average of all CCGs in the
plot. (B) Average CCG spiking variation around lag 0 (–1 to +4 ms) and distribution for all vLGN neurons positively, negatively, or not modulated during plHVA
optogenetic activation with the rest of the vLGN population before (green) and after (purple) learning [before versus after learning: pos mod, P < 0.001; neg mod, P =
0.785; no mod, P = 0.011; Kruskal-Wallis test; n = 121, 29, and 249 cells (from left to right) from 5 mice]. Coef, coefficient. (C) Average spike CCG for all vLGN neurons
positively modulated by plHVA stimulation with other neurons from the three groups before (green) and after (purple) learning. *P < 0.05; ***P < 0.001.
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behaviors and reflexes (12, 13, 22, 23) and sug-
gests that one evolutionary advantageous role of
neocortical circuits could be to enablemore flex-
ible and adaptive behavior through the regula-
tion of brainstem-driven instincts (6–9).
We found that higher-order visual cortex was

essential for learning to suppress instinctive
defensive reactions to visual threats. Notably,
visual cortex did not prove necessary for ex-
ecuting and sustaining the adaptive behavior
once it was learned. This challenges traditional
models that attribute learning and behavioral
flexibility mainly to plasticity in telencephalic
brain regions. Although visual cortex activ-
ity may also change over learning, our results
show that plasticity in these cortical circuits
does not underlie the behavioral changes after
learning. Instead, visual cortex activity crucial-
ly contributes to inducing experience-dependent
plasticity downstream, namely in the vLGN.
vLGN neurons driven by plHVAs increase their
responses to the visual threat stimulus over
learning, and such increased activity in vLGN
circuits abolishes fear responses through their
inhibitory influence on downstreamareas that
mediate escapes from visual threat, such as the
superior colliculus (11, 35, 36). The vLGN, and
perhaps caudal prethalamic areas more gener-
ally (35, 37), can thus link cognitive, neocortical
processeswith “hard-wired”brainstem-mediated
behaviors, providing a plastic inhibitory con-
trol pathway for experience-dependent adapt-
ive behavior.
Learning to suppress fear responses relied on

an eCB-mediated form of inhibitory long-term
synaptic plasticity, known as iLTD. This mech-
anism acts on inhibitory synapses onto vLGN
neurons activated by plHVAs, decreasing pre-
synaptic release probability. eCB-dependent
iLTDhas been demonstrated inmultiple brain
areas as an heterosynaptic in vitro plasticity
mechanism induced through activation of glu-
tamatergic mGluR5 receptors through repeated
electrical stimulation in brain slices (40–43). We
found that learning to suppress fear responses in
vivo depended on eCB release and eCB receptor
CB1 activation specifically in vLGN. mGluR5
receptor activation in vLGNwas important for
learning, but additional pathways could contrib-
ute to triggering eCB release in vLGN (39–43).
Moreover, vLGN neurons receiving input from
plHVAswere susceptible to eCB-dependent sup-
pression of inhibition and showed decreased
inhibitory input after animals had learned to
suppress escape responses. Our study thus
provides direct evidence of this plasticity
mechanism, eCB-mediated decrease of in-
hibitory input, occurring in vivo to mediate
learning. Although the source of the plastic in-
hibitory input onto plHVA-driven vLGNneurons
remains to be identified, it likely stems at least
partly from local inhibitory interneurons:
our cross-correlogram analysis suggests that
plHVA-driven vLGN neurons are inhibited by
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Fig. 5. eCB-mediated long-lasting disinhibition as a mechanism for learning to suppress fear responses.
(A) (Left) Experimental approach. (Right) Coronal section with an example injection. Scale bar, 1 mm. (B) (Left)
Schematic of the task design. (Right) Boxplot (with median and interquartile range) of postlearning escape
probabilities to 100%-contrast looming stimuli for different reagents injected before the learning protocol; vLGN
injection of saline (n = 13 mice), mGluR5 antagonist MTEP (P = 0.001, n = 15 mice), eCB synthesis blockers
LEI401 and DO34 (P = 0.0004, n = 6 mice), and CB1 receptor antagonist Rimonabant (P = 0.0008, n = 7 mice).
Kruskal-Wallis test followed by Tukey post hoc test was performed for all conditions. Dots indicate individual
animals. (C) (Left) Experimental approach to visualize vLGN neurons receiving input from plHVAs (vLGNplHVA).
(Right) Example image of a recorded vLGNplHVA neuron. Scale bar, 30 mm. (D) (Left) Schematic of experiment.
(Right) Boxplots of frequency and amplitude of spontaneous inhibitory postsynaptic currents (sIPSCs) in vLGNplHVA

neurons recorded with and without bath application of the eCB agonist WIN5521-2 (frequency, P = 0.003; amplitude,
P = 0.603; paired t test; n = 12 cells from 4 mice). Dots indicate individual neurons. (E) Membrane potential
traces of two example vLGNplHVA neurons in response to current injections of different amplitudes before and after
learning to suppress escape responses. (F) Example traces of sIPSCs under voltage clamp in vLGNplHVA neurons
before (green) or after learning (purple). (G) Boxplots of frequency and amplitude of sIPSCs recorded from
mice before and after learning [frequency, P = 0.002; amplitude, P = 0.827; Kruskal-Wallis test; n = 20 cells from
4mice (before learning) and 39 cells from 5mice (after learning)]. Dots indicate individual neurons. (H) Schematic of
the mechanism underlying learnt suppression of escape responses: eCB-mediated iLTD of presynaptic inhibition
onto vLGNplHVA neurons, likely induced through depolarization induced by direct visual looming stimulus input from
the retina combined with input from plHVAs. **P < 0.001; ***P < 0.001.
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other vLGN neurons before learning but not
after learning. Their neural responses to loom-
ing stimuli, likely driven by both plHVAs and
direct projections from the retina (34), thus
become released from inhibition during learn-
ing and the increasedactivity of theseGABAergic
neurons in turn inhibits down-stream target
areas to suppress threat-evoked escape reac-
tions (11, 35).
eCBs have long been implicated in the reg-

ulation of fear and anxiety and are necessary
for extinction of fear conditioning (48, 49). The
suppression of instinctive fear responses studied
in this work and the extinction of learnt fear
share similarities in that both involve active
learning to attenuate defensive behaviors in re-
sponse to a stimulus that no longer predicts
danger (50). However, these two forms of learn-
ing likely engage distinct neural circuits and
may differ in their specificity and time course
(49, 51). The plasticitymechanismdescribed in
this study is likely part of a larger network for
regulating defensive behavior, including pro-
cesses in downstream areas, superior colliculus
and periaqueductal gray, as well as complemen-
tary top-down pathways through the basal gan-
glia, hypothalamus, and amygdala (21, 51–56).
The ability to suppress instinctive fear re-

sponses when threat expectations are violated
is an ethologically crucial form of behavioral
adaptation, the absence of which could lead to
inappropriate or excessive fear responses (56).
Such maladaptive fear processing is a hallmark
of fear and anxiety disorders and posttraumatic
stress disorder (52, 57). Dysfunction of pathways
through vLGN [also called pregeniculate nu-
cleus in primates (58)] or impairments in eCB-
dependent plasticity could thus contribute to
these disorders. Conversely, targeting these path-
ways, for example, by using deep brain stim-
ulation, or enhancing eCB-dependent plasticity
within these circuits may facilitate suppression
of maladaptive fear responses, suggesting new
therapeutic strategies for fear-related disorders.
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